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ONE NETWORK =
MULTIPLE INDUSTRIES
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WHeRE ARE WE?

VISIBILITY

Peak of Inflated Expectations

Plateau of Productivity

Somewhere here

lope of Enlightenment

Trough of Disillusionment
Technology Trigger
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VIRTUALIZATION

\\

Software

Hardware Infrastructure

Simplified capacity planning
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CLOUD IAAS DEPLOYMENT

@ Software

(Distributed) VIM

\
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SERVICE LAYER ORCHESTRATION Z

Orchestration
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(Distributed) VIM SDN SDS

| gg Opex efficiency —n| Rich Services [:= On Demand
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WHAT'S NeXT?
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DISTRIBUTED & HYBRID CLOUD
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Off Network

- Cost Efficiency / On
demand

- Global services / Local

breakout

Content distribution
Latency sensitive & BW hungry
applications
Infrastructure VNF distribution
for local termination

Default centralization

- Control plane, database, IT
- Low uptake VNF services

- Enterprise IT hosting
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OTT — CDN, Gaming
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GW Content VPE

Azure,
Amazon,
3PP Operator cloud

Enterprise ERP, CRM...
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Operator Distributed Telco DC Operator’s Centralizéd DC Public Cloud

@nmybrd

Enterprise Access Core Peering

T

Residential

vCO/CORD Distributed Cloud
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HARDWARE OPTIMIZ

NIC x

GW

Physical network

A

Bottleneck for some VNF
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Physical network

%

Bare Metal performance
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Physical network

o

SDN & NFV HW offload
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:@: TIME TO INNOVATION =
Cloud,
DevOps, PaaS & Opensource SDN / NFV
Orchestration...
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Develop standard Develop software Testing Validation Production

“




SOFTWARE IS EATING THE WORLD...
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OPCNJOUR c 1S EATING SOFTWARE

\\



OPENSOURCE PLATFORM TO
rOSTER THE INNOVATION

= 4G & €

Video E-commerce inventory Cloud Broadband Internet
streamer portal database Service ACCESS service

Common libraries, modules & services

dap  dop  dop WP

OVS HTTP
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SEC Routing Neutron Policy

Core Kernel components

P daP  9aP  aP

process memory Filesystem LXC

Core platform co onents

MDSAL DB/cIuster Securlty O&M

Drivers

WP GaP GeP 9aP TaP 9aP

Southbound plugins

o b e:@aa b

IPRouting  pc Overlay  VCPE & VAS
A network OS & PCE Orchestration
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UPSTREAM FIRST MODEL

Downstream Upstream Upstream first
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> Duplication of work > Efficient downstream > Efficient downstream

> Growing integration effort > Ecosystem compatibility > Ecosystem compatibility

> Reduced interoperability > Slow and inneficient > Simplified upstream
with VNF ecosystem upstream process

openstack” 2°f.: OPNEV = O°Eh ©OvS

CLOUD SOFTWARE Open vSwitch
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PAAS / SERVICE ENABLED IAAS

Optimized VNF design

% @ (& @ [ Optimized HW @ & @

Routing App-LB D-plane C-Plane HA/ O&M

infrastructure D-plane C-Plane HA / O&M

Advanced NFVI
Cloud infrastructure (VIM, SDN, Fabric)

) e &

Baseline NFVI
Cloud infrastructure (VIM, SDN, Fabric)
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L2 / L3 Network Compute

RaaS LBaaS DP offload Compute

WO AN

Chaining NAT/FW

> VNF mirrors stand alone nodes design > Cloud optimized VNF design
> NFVI provides baseline lowest common > Service enabled NFVI
denominator HW abstraction > Infrastructure owner free to introduce HW

accelerations for offloaded services
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NETWORK CENTRIC PAAS FUTURE

Micro-service / containerized

microservice

Monolithic application in VM |:>

Control Plane API s

-

”,—\ proprletary

Microservice model
om VNF dataplane
Monolithic VNF control plane @ inefficient \gJataplane

App / plugin model driven

Modular SDN cantroller platform

Monolithic VNF dataplane SDN PAAS

LI

Modular dataplane
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DEVOPS:

INNOVATION AND ReEDUC
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"a’ mercurial

| &aLoadStorm
ClggrgTest

& JUnit W
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= ANSIBLEWORKS

. Chef Appgt

‘ OpsWorks  pigursCaLe
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CCeELERATE
c OPeX
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customer vendor

operator
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4
Network centric monitoring tools /
performance management

& CI/CD integration offerings
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Cloud: Dynamically
allocate cloud/vPOD for
new version and auto-
scale

SDN & Orchestration:
Selective subscriber
sampling and
redirection
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NEW TECHNOLOGIES FOR SUCCESS

{}

Virtualization & Cloud Orchestration & SDN Opensource & DevOps
Rapid deployment Fast Service Activation Accelerate innovation
: Close Loop
VNF Onboarding and Automated Upgrade Network Self- Management
Instantiation Configuration Automation healing
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